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Abstract
The most recent pointwise Large Language Model (LLM) rankers
have achieved remarkable ranking results. However, these rankers
are hindered by two major drawbacks: (1) they fail to follow a stan-
dardized comparison guidance during the ranking process, and (2)
they struggle with comprehensive considerations when dealing
with diverse semantics of the query and complicated info in the
passages. To address these shortcomings, we propose to build a
zero-shot pointwise ranker that first recruits a virtual annotation
team to generate query-based criteria from various perspectives
and then uses these criteria to conduct an ensemble passage evalu-
ation. Additionally, we are among the first to explore how criteria
can be generated automatically and used in text ranking tasks. Our
method, tested on eight datasets from the BEIR benchmark, demon-
strates that incorporating this multi-perspective criteria ensemble
approach significantly enhanced the performance of pointwise LLM
rankers. 1
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1 Introduction
The integration of Large Language Models (LLMs) into various
text rankers has resulted in notable advancements, outperforming
traditional neural ranking approaches even in a zero-shot setup [13,
28, 30, 37, 56]. In the realm of LLM rankers, pointwise rankers are
one of the major categories that evaluate each passage individually
without comparing its position or relation to other passages [53].
Compared to pairwise and listwise rankers, pointwise rankers[17,
33, 55] own its advantage in lower token cost, ease of deployment
in practical applications, and stronger interpretability.

Nevertheless, the iterative nature of querying LLMs, combined
with their stochastic behavior, leads to inconsistent assessment
criteria for zero-shot pointwise rankers, resulting in a lack of both
consistency and comprehensiveness in the ranking process. Figure
1 illustrates such a concrete example in orange straight line. The
inconsistency happens when the contrasting scores are assigned
to content with similar semantics. For instance, both Document 1
and Document 2 discuss the comparative effectiveness of various
mask types in preventing COVID-19 transmission but are assigned
markedly different scores by the pointwise ranker. Moreover, Doc-
ument 0, which is tangentially related to the query erroneously re-
ceives a high score. This error happens when the LLM ranker adopts
a biased assessment criterion that prioritizes keyword presence over
a subtle understanding of content semantics. Consequently, an op-
timal pointwise ranker should mitigate the influence of the LLM’s
stochastic behavior and effectively manage nuanced query-passage
relevance.

In this paper, we investigate how to build a zero-shot pointwise
ranker that is capable of generating both consistent and comprehen-
sive assessments of passages. Inspired by how professional human
annotators work, we approach the query-passage pair evaluation
process of a pointwise ranker as a virtual annotation process. Recent
studies on human annotation practices [8, 40] suggest that optimal
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Figure 1: Pipeline of the proposed MCRanker in blue dashed line and the example output of the Pointwise LLM-based Ranker
in orange straight line.
annotation outcomes are achieved by thoroughly considering the
comprehensive semantics of the query, bolstered by standardized
annotation criteria. Given the unknown perspective of the individ-
ual posing the query, the collaboration between domain-specific
experts and language experts is essential to address the semantic
diversity within the query. For example, when faced with the query
“What are the best masks for preventing infection by COVID-19?”, a
healthcare professional might prioritize passages comparing differ-
ent mask types, whereas an NLP scientist might focus more on the
linguistic features of the passage. Moreover, clear or well-defined
annotation criteria can significantly enhance the quality of the an-
notation process [8, 41]. Therefore, it is crucial to establish precise
and well-articulated criteria to guide the annotation process.

In line with these guidelines for the human annotation process,
we introduce the MCRanker framework, which generates query-
basedMulti-perspective Criteria to improve zero-shot pointwise
LLM Ranker. To provide a comprehensive assessment of query-
passage relevance, the MCRanker framework draws inspiration
from recent work that adopts the “Multi-Perspective Problem Solv-
ing” philosophy [7, 14, 18, 25, 46]. In particular, we design a Team
Recruiting module that simulates domain expertise and text ana-
lytical capabilities akin to human query analysis by assembling a
virtual annotation team. To ensure consistent passage assessments,
MCRanker’s Criteria Generationmodule enables each team member
to develop query-specific criteria to guide the passage evaluation.
Unlike previous work in generative evaluation that relies on hand-
crafted criteria [20, 21, 39], our criteria generation process is fully
automated. Figure 1 illustrates the pipeline of MCRanker for query
“What are the best masks for preventing infection by COVID-19?”,
highlighted in blue dashed line. After reading the query, MCRanker
first builds a virtual annotation team. This team comprises a fixed
“NLP scientist” and recruits two collaborators: a “health profes-
sional” and a “concerned citizen”, each contributing their unique
perspective to the annotation process. Upon reviewing the query,
each team member generates a set of weighted criteria reflective of

their viewpoints. For example, the NLP scientist emphasizes text
analysis criteria such as “topic relevance” and “keywords match”,
while the health professional focuses on the specificity of mask-
related information. In the passage evaluation phase, each team
member independently assigns a score to the passage based on his
established criteria. Finally, individual assessments are aggregated
into an ensemble score that reflects the passage’s relevance to the
given query.

In summary, the key contributions of this paper are as follows:

• We introduce MCRanker, a pointwise ranker that incorpo-
rates a multi-perspective framework to generate query-level
criteria. These criteria then guide the evaluation of query-
passage pairs.

• We investigate how criteria can be generated automatically
and further used to influence a ranker. The in-depth analysis
reveals the necessity of query-centric criteria to enhance
ranking performance.

• We evaluate MCRanker on 8 datasets from the BEIR bench-
mark. The results demonstrate that our proposed approach
consistently delivers superior ranking results across various
datasets.

2 Related Work
Text Ranking Recent studies have been investigating the appli-
cation of large language models (LLMs) for zero-shot text rank-
ing [9, 19, 26, 27, 31, 47, 50, 54, 56]. Notably, pairwise [30] and
listwise [23, 28, 29, 37, 57] LLM rankers involve the simultaneous
evaluation of two or more documents to generate a ranked list.
However, these ranking strategies typically necessitate the estab-
lishment of a quality initial document order, which is often provided
by a first-stage ranker, such as a pointwise ranker.

Pointwise rankers evaluate each query-passage pair separately,
offering benefits in terms of scalability and interpretability. Several
pointwise rankers derive the relevance score from the likelihood of
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the document’s relevance to the query [17] or the probability of gen-
erating the query from the document [33]. Zhuang et al. leverages
fine-grained relevance labels within prompts to enable more nu-
anced differentiation among documents. Nevertheless, these models
face consistency issues and cannot make comprehensive passage
assessments.

Prompt-based Generative Evaluation Amid the rapid de-
velopment of large language models (LLMs), an emerging body
of research has increasingly focused on utilizing these models as
evaluators for natural language generation (NLG) tasks. Within
this research, prompt-based evaluation methods typically involve
prompting LLMs to assess generated text through tailored prompt
engineering and criteria construction [6, 11, 16, 21]. G-Eval [20]
introduced a prompt-based evaluator that relies on customized,
human-curated evaluation criteria for different NLG tasks. Liu et al.
builds scoring criteria by first annotating human expert labels and
then allowing the LLM to draft and self-refine the criteria based on
these labels.

In contrast, MCRanker’s query-specific criteria are automatically
crafted by a virtual annotation team. Moreover, to the best of our
knowledge, we are among the first to explore the significance, utility,
and generalizability of these criteria in the field of text ranking.

Zero-shot LLM Assessors Recent studies have explored the
LLMs’ capability as pseudo-assessors [4, 5, 32, 39, 42]. The primary
objective of these LLM assessors is to assign a relevance label to
each query-passage pair. Ideally, these relevance labels should be
in line with human-generated ground-truth relevance labels. For
example, Thomas et al. designed prompts that incorporate several
handcrafted aspects while Wang et al. have introduced a pipeline
to let LLMs perform expert-level dataset annotation.

LLM assessors are built to establish evaluation datasets, marking
a distinct departure from the goal of LLM rankers. LLM rankers
primarily focus on ensuring the accuracy of the relative ordering
among the top-ranked documents, without necessarily providing
explicit relevance labels for each query-passage pair.

Multi-Perspective Systems The concept of “Multi-Perspective
Problem Solving” has garnered enormous attention in recent re-
search, particularly within the domains of “Multi-Agent” systems [3,
7, 14, 18, 25, 44, 46, 48] and “Mixture-of-Experts” systems [15],
demonstrating its potential in resolving complex tasks. Notably,
recent advancements in multi-agent systems have demonstrated
the capacity of LLMs to assume specific identities, either through
automatic assignment [34, 45] or manual selection [12, 49, 51].
These identified LLM agents follow various collaboration mecha-
nisms [2, 46, 52] to accomplish given tasks like video creation [35],
dramatic scenario simulation [24], dialogue generation [1, 43] and
medical report generation [36].

Inspired by the similar philosophy, we designed a “Team Recruit-
ing” module, which automatically generates a few collaborators to
work with a fixed NLP scientist. As far as we know, we are among
the first to adopt this idea to solve a text ranking problem. We did
not study the collaboration mechanism within the team and left it
for future work.

3 Methods
3.1 Preliminary
We formally describe how a zero-shot pointwise LLM ranker tack-
les a ranking problem. Given a specific query denoted as 𝑞, along
with a set of passages to be evaluated as 𝑃 = (𝑝1, . . . , 𝑝𝑚). The
pointwise ranking function, represented as 𝑓 , evaluates each pair
consisting of the query𝑞 and an individual passage 𝑝𝑖 . It computes a
score 𝑠𝑖 = 𝑓 (𝑞, 𝑝𝑖 ), signifying each passage’s relevance to the query.
After the pointwise ranker has computed relevance scores for all
query-passage pairs (𝑞, 𝑝𝑖 ), it ranks all passages 𝑃 based on pre-
dicted scores 𝑆 = (𝑠1, . . . , 𝑠𝑚) in descending order and outputs the
ranked list as the final result. Notice that zero-shot pointwise ranker
can be subdivided into likelihood-based and text-based. Likelihood-
based methods derive ranking scores from the generative likelihood
of LLMs, whereas text-based methods derive their ranking scores
directly from the textual outputs of the LLMs. In this study, we
concentrate on the text-based pointwise ranker because token like-
lihood is in general unavailable in closed-source LLMs like GPT.
However, likelihood-based LLM rankers can be seamlessly plugged
into our proposed framework.

3.2 Modules
To ensure that a pointwise ranker provides consistent and com-
prehensive query-based passage evaluations using automatically
generated criteria, we propose MCRanker which instructs LLM
to perform the following modules: (1) Query-Based Team Re-
cruiting that recruits a virtual annotation team based on the query.
This team includes a designated NLP scientist and a few collabora-
tors with different domain expertise to provide various viewpoints
for the upcoming annotation step; (2) Criteria Generation that
prompts each team member to create detailed criteria for the up-
coming evaluation step; (3) Passage Evaluation that lets each team
member evaluate query-passage pairs following his criteria and
(4) Score Ensemble and Ranking that ranks on the final scores,
which are ensemble of team members’ evaluation results. Figure 1
shows a working example of MCRanker during inference.

Query-based Team Recruiting. The first step is to establish
a virtual team endowed with expert-level annotation capabilities,
encompassing domain-specific expertise and text analysis profi-
ciency. To acquire domain knowledge, we prompt a team recruiting
LLM M𝑅𝑒𝑐𝑟𝑢𝑖𝑡 to let it decide each team member’s identity. The
prompt is designed to ask M𝑅𝑒𝑐𝑟𝑢𝑖𝑡 to guess who comes out of the
given query. To ensure a comprehensive skill set across the team,
the prompt fosters an interdisciplinary mix of talents. In alignment
with our analysis of the human annotation process in the preceding
“Introduction” section, our virtual annotation team also necessitates
advanced text analysis skills. However, we empirically find that
M𝑅𝑒𝑐𝑟𝑢𝑖𝑡 always fails to recruit a professional in text and language.
Therefore, we designate an NLP scientist to join the team. The fully
formed annotation team 𝐴 is made up of an NLP scientist 𝑎0 and
other recruited collaborators 𝑎1, . . . , 𝑎𝑛 . This recruiting process can
be described as:

𝑎1, . . . , 𝑎𝑛 = M𝑅𝑒𝑐𝑟𝑢𝑖𝑡 (𝑥𝑟 (𝑞)) (1)

where 𝑥𝑟 is the prompt for team recruiting that takes the query
as input.
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Criteria Generation. In the process of professional annotation,
adherence to established scoring criteria is crucial for annotators to
maintain uniformity in their evaluations. In light of this, our virtual
annotation team mandates that each member formulate their own
set of scoring criteria. These query-centric criteria are also expected
to include a weighted distribution for each criterion, ensuring a
systematic assessment. This step is formulated as:

𝑐 𝑗 = M𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑎 (𝑥𝑐 (𝑞, 𝑎 𝑗 )) (2)

where 0 ≦ 𝑗 ≦ 𝑛, M𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑎 is the LLM responsible for criteria
generation. 𝑥𝑐 is the corresponding prompt for M𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑎 .

Passage Evaluation. The member of the annotation team then
starts to evaluate the passages. For each query-passage pair (𝑞, 𝑝𝑖 ),
the evaluation is fulfilled through prompting a passage evaluation
LLM M𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛 . It processes by letting each team member read
the query, the passage as well as the query-centric criteria that
he established in the previous step. Then each team member is
expected to rate the relevance on a scale from 0 to 𝑘 . This evaluation
procedure can be described as:

𝑠𝑖 𝑗 = M𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛 (𝑥𝑒 (𝑞, 𝑝𝑖 , 𝑎 𝑗 , 𝑐 𝑗 )) (3)

where 𝑥𝑒 is the prompt for passage evaluation.
Score Ensemble. Once we get the passage evaluation result

from each team member, we can ensemble their result to get a final
score 𝑠𝑖 . We consider three different ensemble methods: (1) Score
Summation, (2) Reciprocal Rank, and (3) LLM Assessor M𝑎𝑠𝑠𝑒𝑠𝑠𝑜𝑟 .

For (1) Score Summation, we obtain the final score of a passage
by simply adding up the scores from each team member. For (2)
Reciprocal Rank, we first rank each team member 𝑎 𝑗 ’s evaluation
result to get a ranked list 𝑟 𝑗 . Then we calculate each passage’s final
score by summing up its mean reciprocal rank scores in each ranked
list. For (3) LLM Assessor, we prompt M𝐴𝑠𝑠𝑒𝑠𝑠𝑜𝑟 by feeding in each
team member’s evaluation result on the passage and letting it give
an overall score.

The three computing equations are shown below in order:

𝑠Sum,𝑖 =

|𝐴 |∑︁
𝑗=0

𝑠𝑖 𝑗 𝑠RR,𝑖 =
|𝐴 |∑︁
𝑗=0

1
𝑟
𝑗
𝑖

(4)

𝑠Assessor,𝑖 = M𝐴𝑠𝑠𝑒𝑠𝑠𝑜𝑟 (𝑥𝑎 (𝑞, 𝑝𝑖 , 𝑠𝑖0, . . . , 𝑠𝑖 𝑗 , 𝑟𝑖0, . . . , 𝑟𝑖 𝑗 ))
where 𝑥𝑎 is the prompt for the final score assessment. The final

output of MCRanker is a ranked list on 𝑠𝑖 in descending order.

4 Experimental Setup
4.1 Dataset
Same as [55], our experiments were conducted on 8 datasets from
BEIR benchmark [38]: Covid, Touche, DBPedia, SciFact, Signal,
News, Robust04, and NFCorpus.

4.2 Compared Methods
We compared various zero-shot pointwise rankers as follows:

(1) Query Generation (QG) [33]: This method rescores re-
trieved passages with a zero-shot question generation model.
It uses a pre-trained language model to compute the probabil-
ity of the input question conditioned on a retrieved passage.

(2) RankLLaMA [22]: This pointwise ranker is fine-tuned on
MS MARCO dataset using LLaMA-2-13B initialization. It is
trained to process a query and a candidate document together
as model input and generates a relevance score from the
representation of the last token.

(3) Rating Scale Relevance Generation (RG-S) [55]: This
method prompts the LLM to first output the relevance label
for each query-passage pair, then calculates the expected
relevance value using relevance value and corresponding
marginal probability.

(4) Rating Scale 0-to-k Directly Score (DIRECT(0, k)): This
method prompts the LLM to directly generate the relevance
score for each query-passage pair. We adopt the prompt from
Zhuang et al. and k represents the rating scale.

Note that QG and RG-S are all likelihood-based pointwise rankers,
while DIRECT(0, k) andMCRanker are text-based. Likelihood-based
models require the base LLM to have access to log probabilities for
arbitrary tokens, which prevents us from running them on GPT-4.
Consequently, we directly reported their performance as presented
in the original papers.

Additionally, a more comprehensive comparison with pairwise
and listwise ranking methods will be provided in Supplementary
Material. However, since our primary focus is on pointwise rankers,
comparisons with these methods fall outside the scope of this study.

4.3 Configurations
We first used BM25 through pyserini2 to retrieve the top-100 docu-
ments from each query of every dataset, then ranked the retrieved
documents with our MCRanker and the baseline methods. The
ranking performance was measured by NDCG@10 [10].

For MCRanker, we used “GPT-4-1106-Preview” as the base LLM
model forM𝑅𝑒𝑐𝑟𝑢𝑖𝑡 ,M𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑎 ,M𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛 andM𝐴𝑠𝑠𝑒𝑠𝑠𝑜𝑟 . The tem-
perature is set to 0 and the rating scale k is set to 10. For DIRECT(0,
k), “GPT-4-1106-Preview” served as the base LLM with the temper-
ature similarly set to 0. For M𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛 , we prompt it to output a
score without further explaining the reason, this setup is in line with
RG-S. The default MCRanker incorporates a virtual annotation team
comprising an NLP scientist and two additional collaborators. The
variants of the annotation team are indicated by the actual member
identities. For example, NLP Sci. represents the NLP Scientist, R.C.
represents the Recruited Collaborator, and MCRanker𝑁𝐿𝑃𝑆𝑐𝑖.+𝑅.𝐶.

means the annotation team in this variant has one NLP scientist
and one recruited collaborator.

The ensemble mechanism used for MCRanker was set to “Score
Summation” by default, namely the first equation in Equation 4.
When needed, the method name was appended with the suffix “-
RE” if calculated by Rank Ensemble, and “-M𝐴𝑠𝑠𝑒𝑠𝑠𝑜𝑟 ” by the LLM
assessor.

5 Results
5.1 Overall Performance
Table 1 summarizes the overall performance on eight datasets from
BEIR. Our method achieves the best performance and outperforms

2https://github.com/castorini/pyserini
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Table 1: Overall ranking performances measured by NDCG@10 on BEIR. “*” in Method means likelihood-based models that
adopt the token probability for relevance score calculation. The best performances are bold and underlined, and the second is
underlined.

Method Model Covid Touche News Signal DBPedia SciFact Robust04 NFCorpus Avg

BM25 N/A 59.47 44.22 39.52 33.05 31.80 67.89 40.70 30.75 43.42

QG* FLAN PaLM2 S 73.57 24.08 41.56 28.72 37.73 74.95 46.51 36.73 45.48
RankLLaMA* LLaMA-2 85.2 40.1 46.67 29.87 48.3 73.2 46.97 30.3 50.08

RG-S* FLAN PaLM2 S 80.48 27.57 47.90 33.01 41.90 75.21 56.68 39.01 50.22

DIRECT(0, 10) GPT-4-1106-Preview 79.30 25.22 46.19 29.12 40.82 70.08 53.78 37.52 47.75
DIRECT(0, 20) GPT-4-1106-Preview 79.96 22.05 47.57 27.77 40.53 70.53 54.66 37.19 47.53

MCRanker𝑁𝐿𝑃𝑆𝑐𝑖. GPT-4-1106-Preview 81.49 29.33 46.13 29.48 41.25 70.86 56.37 38.25 49.14
MCRanker𝑅.𝐶. GPT-4-1106-Preview 82.43 30.60 48.52 26.58 41.11 71.35 55.78 37.93 49.28
MCRanker2𝑅.𝐶. GPT-4-1106-Preview 83.53 31.42 50.90 26.85 42.33 71.86 56.84 38.36 50.26

MCRanker𝑁𝐿𝑃𝑆𝑐𝑖.+𝑅.𝐶. GPT-4-1106-Preview 84.16 32.91 49.54 29.94 43.85 73.33 57.12 39.12 51.24
MCRanker GPT-4-1106-Preview 84.23 32.48 50.32 29.73 44.67 73.14 57.23 39.58 51.42

the direct GPT4-prompting ranker DIRECT(0, 10) in average per-
formance by nearly 8% in NDCG@10.

Upon analyzing the table, several observations can be inferred:
(1) The method introduced in this study, MCRanker, consistently
outshines the baseline across all datasets. When compared with
the direct score baseline DIRECT, MCRanker displays a remark-
able improvement, registering an average increase in NDCG@10
by a magnitude of 3.67. This enhancement underscores the effi-
cacy of MCRanker in augmenting the LLM’s capability for more
accurate relevance predictions. (2) The default version MCRanker
that recruited two collaborators besides an NLP scientist shows
improvements in performance over the single-collaborator variant
MCRanker𝑁𝐿𝑃𝑆𝑐𝑖.+𝑅.𝐶. in five datasets, although this improvement
is not statistically substantial. This may be attributed to the overlap-
ping expertise between the NLP scientist and the other collabora-
tors. A more granular analysis of the multi-perspective annotation
will be provided in Section 5.2.1. (3) A comparative examination of
the results from DIRECT with rating intervals of (0, 10) and (0, 20)
reveals that simply expanding the scale does not enhance the LLM’s
ability to discriminate between relevant and non-relevant passages.
This finding further demonstrates the performance gain observed
in MCRanker can be ascribed to the ensemble evaluation from each
perspective. (4) MCRanker achieves higher scores than likelihood-
based ranker RG-S in six out of the eight datasets, except the Signal
and SciFact datasets. We hypothesize that the brevity of the Twit-
ter posts in Signal and the ambiguous query-passage relevance in
SciFact may result in a confounding effect on the multi-perspective
criteria evaluation, thereby impairing MCRanker’s performance.
Also, we believe that if we could get arbitrary token probability
from GPT4, the performance of MCRanker can be further enhanced.

5.2 Ablation Study
5.2.1 Study on multi-perspective annotation. The virtual annota-
tion team in the MCRanker framework includes a designated NLP
scientist and a few recruited collaborators. Our experiments in-
volved different combinations of team members to evaluate the
efficacy of our approach.

Figure 2: Study on different number of Team Member.

As shown in table 1, the inclusion of only one team member
like one NLP scientist variant MCRanker𝑁𝐿𝑃𝑆𝑐𝑖. or one recruited
collaborator variant MCRanker𝑅.𝐶. contributes to a performance
improvement when compared with the direct prompt baseline DI-
RECT(0,k). This suggests that anchoring the annotation criteria to
a specific perspective yields more consistent and accurate predic-
tions. Moreover, two recruited collaborators variantMCRanker2𝑅.𝐶.

consistently overperform MCRanker𝑅.𝐶. across all eight datasets.
This finding supports the notion that an extra perspective can
provide a more holistic evaluation, leading to performance gains.
While the NLP scientist alone variant MCRanker𝑁𝐿𝑃𝑆𝑐𝑖. achieves
performance comparable to the single recruited collaborator vari-
ant MCRanker𝑅.𝐶. on average, a notable performance gain is ob-
served when the MCRanker𝑁𝐿𝑃𝑆𝑐𝑖.+𝑅.𝐶. model is compared to the
MCRanker2𝑅.𝐶. variant. We believe it is due to the language model’s
preference to select annotators with expertise closely aligned with
the query, even when prompted to consider interdisciplinary back-
grounds. An NLP scientist undoubtedly contributes essential and
valuable text analysis skills to the annotation team.

A further experiment was conducted to examine the impact of
varying the number of teammembers. As shown in Figure 2, on both
datasets, as the number of R.C. increases, the optimal performance
is reached when this number is 2, then the performance starts
to drop. This decline might be due to redundancy in expertise
among an increased number of collaborators, which introduces
noise in the generated criteria from multiple team members. This
experiment highlights the importance of determining the number
of team members to ensure the optimal ensemble effect within the
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Table 2: Ablation study on criteria utility.

Method Covid Touche News

DIRECT(0, 10) 79.30 25.22 46.19
DIRECT(0, 10)+criteria 79.86 30.46 50.22
MCRanker𝑤.𝑜.𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎 79.97 26.22 48.00

MCRanker 84.23 32.48 50.32

team. We leave a deeper investigation of the underlying causes and
methods to optimize this hyper-parameter for future study.

Table 3: Ablation study on broad criteria. “DBC” represent
“Dataset-Based-Criteria”.

Method Covid Touche News

DIRECT(0, 10) 79.30 25.22 46.19
MCRanker𝐷𝐵𝐶 82.28 27.78 42.63
MCRanker 84.23 32.48 50.32

5.2.2 Study on criteria generation and utility. To assess the impact
of criteria on model performance, we employed a systematic ab-
lation study. This involves integrating criteria developed by the
virtual annotation team into DIRECT(0,10), removing all criteria
from MCRanker, and transitioning from query-based to dataset-
based criteria.

Our findings, detailed in Table 2, reveal that stripping MCRanker
of its criteria results in a marked performance decline, with de-
creases of 4.26, 6.26, and 2.32 of NDCG@10 respectively. These
results underscore the critical role criteria play in not only guiding
rankers in score generation but also ensuring consistency across
evaluations. Absent these criteria, scores tend to decrease, reflecting
a lack of standardization can easily lead LLM to adopt inconsistent
scoring guidelines. What is more, we can observe that incorporat-
ing the same criteria used by MCRanker into DIRECT(0,10) yields
improvements on all three datasets, with an especially significant
enhancement of approximately 5.24 of NDCG@10 on Touche and
4.03 of NDCG@10 on News. This indicates that given criteria as
context, the straightforward method DIRECT(0,10), which prompts
LLM to generate a relevance score for each query-passage pair can
also be enhanced.

Additionally, our analysis also investigates the efficacy of broad
criteria. We keep all other steps the same in MCRanker except shift-
ing from query-based to dataset-based criteria in M𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑎 . The
dataset-based criteria are generated by using the dataset descrip-
tion [38] as the query to generate criteria. Under this setting, all
queries in one dataset share the same criteria. As Table 3 demon-
strates, MCRanker𝐷𝐵𝐶 (“DBC” represents “Dataset-Based-Criteria”)
which adopts a dataset-level criteria has a performance decrease
in approximately 1.95 of NDCG@10 for Covid, 4.70 for Touche
and 7.69 for News. This decline illustrates the inherent complexity
within the benchmark, where queries in a single dataset also diverge
in semantics. It also suggests that a one-size-fits-all approach to cri-
teria generation may not achieve optimal prediction performance
and query-centric criteria generation step is necessary. Despite

this decrease, on dataset Covid and Touche, MCRanker𝐷𝐵𝐶 still
records a notable performance improvement in comparison to DI-
RECT(0,10), demonstrating the importance of establishing criteria
before scoring. However, for the News dataset, there is a significant
performance drop when switching from query-based to dataset-
based criteria. This may be attributed to the greater topic diversity
within the News dataset, where a dataset-based approach could
introduce misleading signals during the query-passage pair eval-
uation process. Our exploration can shed light on how to balance
budget, specificity, and generality in criteria generation.

Figure 3: Comparing performance of different base models.

5.3 Generalizability to different LLMs
To explore the generalizability of our proposed methods in different
LLMs, we conducted experiments in which we replaced the base
LLM with “GPT-3.5-Turbo” and “Claude-3-Sonnet”. The result is
presented in Figure 3. When using “GPT-3.5-Turbo” for all three
modules: M𝑅𝑒𝑐𝑟𝑢𝑖𝑡 , M𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑎 , and M𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛 , the performance
decreases 7.35 in NDCG@10 on the Covid dataset and 7.61 on the
Touche dataset. This level of performance is akin to using “GPT-
3.5-Turbo” in a direct prompting baseline DIRECT(0,10). However,
maintaining the “GPT-4-1106-Preview” model for M𝑅𝑒𝑐𝑟𝑢𝑖𝑡 and
M𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑎 , while only employing “GPT-3.5-Turbo” for M𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛 ,
results in a substantial performance increase. This finding demon-
strates that quality criteria can effectively guide a less advanced
M𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛 to yield more accurate relevance predictions. Upon
comparison between the “Claude-3-Sonnet” variant of MCRanker
and the corresponding DIRECT(0,k) baseline, it is evident to see the
performance increase. These results underscore the effectiveness
of high-quality criteria and the capability of large language models
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Figure 4: MCRanker with different values of k.

to follow rules set by more advanced ones. Furthermore, they high-
light the robust generalizability of our proposed multi-perspective
criteria ensemble methodology.

5.4 Impact of Identity and Diversity in the
Virtual Annotation Team

Table 4: Ablation study on more team recruiting methods.

Method Covid Touche News

𝑅𝑎𝑛𝑑𝑜𝑚𝑅.𝐶. 73.95 23.13 19.64
MCRanker𝑁𝐿𝑃𝑆𝑐𝑖. 81.49 29.33 46.13
MCRanker3𝑁𝐿𝑃𝑆𝑐𝑖. 82.18 29.50 46.82

MCRanker 84.23 32.48 50.32

As shown in Table 4, we conducted an ablation study to verify
the effectiveness of the Team Recruiting phase and to emphasize the
importance of teammember identity. We created a pool of identities
by aggregating all identities generated across these three datasets.
During each team recruiting process, we randomly selected two
identities from the pool with one fixed NLP scientist. This variant
of MCRanker is indicated as 𝑅𝑎𝑛𝑑𝑜𝑚𝑅.𝐶. in the table.

We can observe a significant performance drop in the𝑅𝑎𝑛𝑑𝑜𝑚𝑅.𝐶.

model. This notable decline underscores the critical importance of
forming a query-centric virtual annotation team. Additionally, we
conducted another experiment to examine the influence of identity
diversity. We designated three NLP scientists in the virtual anno-
tation team, and the results showed a noticeable decrease across
all three datasets when compared to the default MCRanker. From
this, we can conclude that merely ensembling identical identities
does not improve performance; the major performance boost comes
from the diversity of the identities.

5.5 Further Analysis
5.5.1 Study on ensemble mechanism. We examine the effect of var-
ious ensemble strategies on the performance of MCRanker. The
results, detailed in Table 5, indicate that the straightforward “Score
Summation” approach surpasses alternative methods on datasets
Covid, Touche and News. The limited effectiveness of the “Recipro-
cal Rank” method might be attributed to the homogeneity in scale
of the scores derived from different team members. The LLM asses-
sor, on the other hand, can be easily misled by certain members’
scores, which requests for more delicate prompt engineering. Thus,
we choose “Score Summation” as the principal ensemble method
for its simplicity and robust performance.

Table 5: Ablation study on ensemble mechanism.
"R.R." represents "Reciprocal Rank".

Method Covid Touche News

MCRanker𝑅.𝑅. 82.55 30.73 48.19
MCRanker𝑀𝐴𝑠𝑠𝑒𝑠𝑠𝑜𝑟

83.58 31.35 49.25
MCRanker 84.23 32.48 50.32

5.5.2 Study on the variance of rating scale. We plot how the perfor-
mance changes about the rating scale for our proposed MCRanker
in Figure 4. On Covid and Touche datasets, when the rating scale
𝑘 increases from 3 to 5, we can observe an apparent improvement.
Then the performance continues to increase as 𝑘 increases from 5
to 10 and becomes even as 𝑘 reaches 15 and 20. These observations
suggest that our methodology exhibits robustness to variations in
different rating scales 𝑘 when 𝑘 is chosen within a reasonably large
range. Moreover, the figure indicates that beyond a rating scale of
5, the performance increase slows significantly.

Table 6: Human Evaluation on the quality of criteria.

Dataset Relevancy Usefulness Diversity

Trec-Covid 4.75 3.86 4.52
Touche 4.63 4.18 4.48
News 4.82 3.95 4.69

Average 4.73 4.00 4.56

5.5.3 Human Evaluation on the quality of criteria. To evaluate the
quality of the criteria generated byMCRanker, we engaged two PhD
students as human assessors. The evaluation process began with the
random selection of 20 queries from the Trec-Covid, Touche, and
News datasets. We then used MCRanker’s Team Recruiting module
to assemble a virtual annotation team, consisting of one NLP Sci-
entist and two collaborators. The Criteria Generation module was
then used to generate criteria for each team member. The human
assessors were provided with both the queries and the correspond-
ing criteria and were asked to evaluate three aspects: “Relevancy”
(relevance to the query), “Usefulness” (clarity and guidance provided),
and “Diversity” (reflection of different domain expertise) using a 0-5
rating scale. The results are presented in Table 6.

From this evaluation, we observe that the criteria generated by
MCRanker received high scores for “Relevancy” and “Diversity”,
indicating that the virtual annotation team can produce distinct yet
valuable criteria. However, the “Usefulness” score was somewhat
lower, likely because MCRanker had access only to the query but
not the associated passages. This limitation restricted MCRanker’s
ability to fully understand the meaning of the query, resulting in
less appropriate criteria.

5.5.4 Sensitivity of the proposed method. To test the sensitivity of
the proposed method, we ranMCRanker on the Trec-Covid, Touche,
and News datasets ten times. We calculated the standard deviation
of the results, which are 0.21 for Trec-covid, 0.15 for Touche, and
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MCRanker Workflow

1. Team Recruiting
Public Health Researcher, Social Justice Advocate, NLP Scientist

2. Criteria Generation
Public Health Researcher:

1. Specificity to African-American experiences

with COVID-19

1. Comparative Analysis

2. Health and Economic Outcomes

3. Data and Statistical Evidence

4. Policy and Intervention Discussion

Social Justice Advocate 

1. Prevalence of COVID-19 infections among African-Americans compared to other 

demographics

2. Hospitalization and mortality rates due to COVID-19 amongst African-Americans

3. Economic impact of COVID-19 on African-American individuals and communities

4. Access to healthcare and COVID-19 related services in African-American communities

5. Social and psychological impacts of COVID-19 on African-Americans

3. Passage Evaluation 

Public Health Researcher：4/10, Social Justice Advocate：4/10, NLP Scientist：6/10

4. Score Ensemble

Final Score: 14 

Query: What are the impacts of covid-19 among African Americans 

that differ from the rest of the U.S. population?

Passage: Social and psychological consequences of the COVID-19 

pandemic in African-American communities: Lessons from Michigan. . 

.The mental health consequences of the COVID-19 pandemic are 

particularly relevant in African-American communities because African-

Americans have been disproportionately impacted by the disease, yet 

they are traditionally less engaged in mental health treatment compared 

with other racial groups. Using the state of Michigan as an example, we 

describe the social and psychological consequences of the pandemic on 

African-American communities in the United States, highlighting 

community members concerns about contracting the disease, fears of 

racial bias in testing and treatment, experiences of sustained grief and 

loss, and retraumatization of already-traumatized communities. 

Furthermore, we describe the multilevel, community-wide approaches 

that have been used thus far to mitigate adverse mental health outcomes 

within our local African-American communities. (PsycInfo Database 

Record (c) 2020 APA, all rights reserved).

Ground Truth: Not Relevant DIRECT(0,10)

Output Score: 9 

NLP Scientist

1. Lexical Matching

2. Semantic Relevance

3. Contextual Appropriateness

4. Discourse Structure

Figure 5: MCRanker spots a subtle semantic difference between the query and an irrelevant passage.

0.22 for News. The relatively low standard deviation values indicate
that MCRanker maintains fairly consistent performance and is not
sensitive to variations in different newly recruited R.C.s.

Table 7: R.C. Identities Recruited by MCRanker for the
Query “How does the coronavirus respond to changes in
the weather?”.

No. R.C. 1 R.C. 2

1 Public Health Researcher Climate Change Advocate
2 Public Health Policy Maker Environmental Researcher
3 Public Health Researcher Meteorologist
4 Health Professional Climate Change Researcher
5 Health Policy Analyst Environmental Scientist

To further clarify MCRanker’s sensitivity in recruiting R.C.s, we
walk into a case to illustrate a typical behavior observed during
the R.C. recruitment process. Using the query “How does the coro-
navirus respond to changes in the weather?” as an example, the
specific identities generated are in Table 7. From these results, we
can conclude that each time MCRanker recruited R.C.s, it consis-
tently selected one R.C. related to climate (e.g., Climate Change
Researcher, Meteorologist, Environmental Researcher) and another
related to human health (e.g., Public Health Researcher, Health
Policy Analyst). This demonstrates that, although there is some
randomness in R.C. recruitment, the domains of the recruited R.C.s
remain roughly consistent.

5.5.5 Case Study. Figure 5 illustrates how MCRanker effectively
captures subtle semantic relationships between the query, “What
are the impacts of COVID-19 among African Americans that differ
from the rest of the U.S. population?” and an irrelevant passage.

During the Team Recruiting phase, MCRanker built a virtual anno-
tation team consisting of a fixed “NLP Scientist” and two recruited
collaborators: a “Public Health Researcher” and a “Social Justice
Advocate.” After reading the query, each team member generated
criteria that reflected their specific domain expertise, providing
detailed guidance for the subsequent passage evaluation process.
Based on these criteria, each member then gave a relevance score.
In this case, both the “Public Health Researcher” and the “Social
Justice Advocate” assigned a low relevance score, since in their
criteria, both of them value comparative results in the passage
and expect to see more detailed information like data evidence,
economic impact, and social impact. The final score, obtained by
summing the individual scores, was 14 out of 30. In contrast, the
baseline DIRECT(0,10), which directly prompts an LLM to generate
a relevance score for each query-passage pair, assigned a high score
of 9 out of 10 to this irrelevant passage.

6 Conclusion
In this work, we explore how automatically generated query-based
multi-perspective criteria can be used to overcome the inconsis-
tent and biased prediction from zero-shot pointwise LLM rankers.
Our experiments on BEIR benchmarks demonstrate our proposed
method can consistently improve the ranking performance. This
work is among the first to apply the concept of “multi-perspective
problem solving” to a ranking task. Furthermore, our in-depth
analysis reveals that quality criteria can robustly and significantly
improve the performance of the pointwise ranker, even when built
upon a less powerful base model.

For future work, we will investigate extending our findings to
pairwise and listwise ranking frameworks and further explore the
collaboration mechanisms underlying the virtual annotators.
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